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Euler–Lagrange Two-Phase
Model for Simulating Live-Bed
Scour Beneath Marine Pipelines
In this study, an Euler–Lagrange coupling two-phase flow model, namely movable bed
simulator (MBS)-two-dimensional (2D) model was employed to explore the current-
induced live-bed scour beneath marine pipelines. The fluid phase characteristics, such as
velocity and pressure, were obtained by the Reynolds-averaged Navier–Stokes (RANS)
equations with a k-e turbulence closure model in a two-dimensional Eulerian grid,
whereas the seabed beneath pipelines was traced as an assembly of discrete sand grains
from the Lagrangian point of view. The live-bed scour was evolved as the motion of a
granular media based on distinct element method (DEM) formulation, in which the fre-
quent interparticle collision was described with a spring and dashpot system. The fluid
flow was coupled to the sediment phase, considering the acting drag forces between. Com-
parison between the numerical result and experimental measurement confirms that the nu-
merical model successfully estimates the bed profile and flow velocity field. It is evident
that the fluid shear stress decreases with the increasing of gap ratio e/D. The numerical
model provides a useful approach to improve mechanistic understanding of hydrodynamic
and sediment transport in live-bed scour beneath a marine pipeline. [DOI: 10.1115/
1.4023200]

Keywords: current flow, distinct element method (DEM), Euler–Lagrange coupling, live-
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1 Introduction

Laying pipelines on seabed versus unidirectional current induces
the disturbance of flow pattern and results in the local scouring
beneath marine pipelines. Estimation of local scouring is a crucial
issue in design and maintenance of marine pipelines in the sandy
bed condition. The process of current-induced scour can be catego-
rized in three stages happening subsequently: onset of scour, tunnel
erosion, and lee-wake erosion [1]. The onset of scour depends on the
seepage flow in the seabed and finally results in a hole beneath a ma-
rine pipeline. After emergence of the initial scour hole, the sudden
increase in flow shear stress, causing a rapid bed sediment motion,
and the local scouring undergoes to the tunnel erosion stage. The
final stage of scour is the lee-wake erosion, which is attributed to
vortex-shedding after the mound formation at the rear side of the
pipe and quantitatively related to the Strouhal number (see Fig. 1).

There are a vast variety of experimental studies on the current-
induced flow pattern around a pipe in both loose and rigid beds (e.g.,
Refs. [1–8]). Mao’s [5] experiment has been employed so far as the
benchmark test for calibration and comparison of the numerical sim-
ulation efforts. The experimental investigations usually bring a heavy
cost for physical modeling of the phenomenon, and its application is
not straightforward to extend to different hydrodynamics conditions.

On the other hand, the numerical simulation can be employed
as an alternative tool to study the scour process beneath a pipe,
because of its flexibility toward several conditions. Recently, sev-
eral single-phase numerical methods have been developed to esti-

mate the equilibrium scour depth and/or evolution of scour. These
models can be categorized either as the potential flow theory or
viscous/turbulent flow theory. The potential flow-based models
not only were not generally able to model the flow separation and
vortex shedding, but also they were not able to estimate the cor-
rect scour profile [9,10]. To deal with the shortcoming of
the potential flow model, some efforts are devoted to simulate the
viscous-based models, in which the turbulence models, e.g., the
k-e and/or k-x turbulence models are closured with the Reynolds-
averaged Navier–Stokes (RANS) solver, while the bed profile
evolution is performed by the sediment mass conservative equa-
tion [11,12]. Dupuis and Chopard [13] applied the Lattice Boltz-
mann method for simulation of current-induced scour. The results
proved that the model performed reasonably for estimating the
scour profile evolution versus the experimental observations.

Since the single-phase model usually was not able to consider
interparticle interactions in the scour beneath a pipe, to cope
with this problem more recently, some researchers developed the
so-called Euler–Euler coupling two-phase flow approach to simu-
late the scour process as the two-phase flow media [14,15]. In the
Euler–Euler coupling two-phase flow models, the fluid and sedi-
ment phases are treated as separate continuous mediums. The cou-
pling between the fluid and sediment phases is described with
properly considering the fluid-particle and interparticle interac-
tions between phases. The continuum model is potentially a
powerful tool, because it considers each physical element in the
form of conservation equations. The Euler–Euler coupling model,
nevertheless, sidesteps probabilistic characteristics involving the
motion of sediment particles. Significant deficiencies may be,
therefore, associated with the Euler–Euler coupling models, pro-
vided that such a probabilistic nature becomes important. As
Yeganeh et al. [16] pointed out, the probabilistic character of
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moving bed sediment can be described well with the aid of a
Lagrangian model. In the Lagrangian model, the following key
points should be included: the random motion of sediment par-
ticles with irregular interparticle collision; the interphase
momentum exchange; and the momentum transfer during the
interparticle collision. Regarding the numerical simulation, the
Euler–Lagrange coupling two-phase flow models requires greater
computational run time and vastly increased memory relative to
the Euler–Euler coupling models.

The Euler–Lagrange coupling approach as a new method has
been applied by many researchers to sediment transport simulation.
In these models, the governing equations of fluid phase are
described as a continuum media in the Eulerian form, while the gov-
erning equations of sediment phase are based on the Lagrange form
accompanied with tracking the sediment particle. Calantoni et al.
[17] applied an Euler–Lagrange coupling approach for simulation of
sediment transport in the nearshore region. Their model contains the
discrete particle method (DPM) for simulating sediment phase and
the finite volume method (FVM), adopted for discretizing the fluid
phase. The flow and sediment interaction was considered in the one-
way state in terms of its simplicity and applicability in the studied
case. Yeganeh-Bakhtiary et al. [18] also employed an Euler–-
Lagrange coupling model to simulate sediment transport at the high
bottom shear in a unidirectional flow condition.

The main objective of this study is to investigate the capability
of the Euler–Lagrange coupling model for simulation of current-
induced live-bed scour beneath marine pipelines as a two-phase
media. It is focused on the flow hydrodynamics that influences the
tunnel erosion and lee-wake stages of the scour processes beneath a
pipe, considering the flow-particle interaction and interparticle
interaction in a two-way coupling manner and studying the
corresponding scour profile in the framework of the MBS-2D two-
phase model. At first, the fluid phase model was validated against
the experimental study of Alper Oner et al. [8] for current flow

around a pipe over a fixed bed. Then, numerical results were com-
pared with the experimental data of Mao [5], which is usually used
as a benchmark test for simulation of scour beneath pipelines.

This paper is presented in the four following sections: after the
introduction, Sec. 2 outlines the mathematical formulation of the
fluid-phase model, including the governing equations and its boundary
conditions. In Sec. 3, the fluid phase model efficiency against the con-
ducted experiments by Alper Oner et al. [8] is examined. Then, the
hydrodynamic of the flow influencing the different stages of the scour
beneath a pipe are numerically investigated. In Sec. 4, the mathemati-
cal formulation of the sediment phase is explained, following the
description of the interparticle interaction model and the computa-
tional domain and boundary condition. Finally, the MBS-2D results
are compared with the experimental data, and the characteristics of
current-induced live-bed scour are discussed.

2 Formulation of Fluid Phase Model

In the following, the essential details of the fluid phase model
are described.

2.1 Governing Equation of Fluid Phase. The fluid phase is
developed based on the Reynolds-averaged Navier–Stokes (RANS)
equations, closured with a k-e turbulence model. The governing
equations consist of the continuity and momentum together with
the equations for turbulent kinetic energy k and turbulence dissipa-
tion rate e in the two-dimensional coordinates as follows:
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where U and V are mean flow velocity components in horizontal
and vertical directions, respectively; P is the pressure; t is the time
marching in the fluid phase; C is the effective viscosity; � is the
molecular kinetic viscosity; �t is the eddy viscosity; k is the turbu-
lent kinetic energy; e is the dissipation of turbulent kinetic energy;
pr is the production of turbulent kinetic energy due to shear stress;
g is the acceleration of gravity; and Cl, rk , re, C1e, and C2e are
constants in the k � e turbulence model. The turbulence model
constants are set according to Launder and Spalding [19] and
reported in Table 1. FDx ¼

P
i fDxi

and FDy ¼
P

i fDyi
are the

sediment-fluid interactions terms in the horizontal and vertical
directions, respectively where fDxi

and fDyi
are the sediment-fluid

Fig. 1 Different stages of scouring beneath pipeline [23]
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interaction terms in the horizontal and vertical directions for parti-
cle i, respectively. These are calculated based on the sediment par-
ticles existing in the related cell. It is noted that implementation of
the sediment-fluid interactions terms is justified by Snider et al.
[20] in the modeling of multiphase dense flows, the same condi-
tion as the live-bed scour beneath the pipelines.

2.2 Boundary Conditions. Figure 2 shows the inlet and out-
let boundaries located at 10D and 20D, far from the pipe center,
respectively. At the inlet boundary, a fully developed turbulent
velocity profile is applied,

UðyÞ ¼ u�
j

ln E
u�y

�

� �
; V yð Þ ¼ 0:0 (8)

where u� is the shear velocity (¼
ffiffiffiffiffiffiffiffiffiffi
sw=q

p
); sw is the shear stress in

the flow direction,j is the von Karman constant (¼0.41), and E
(�9.0) is a constant value [21]. Zero normal gradients of all pa-
rameters except pressure are applied at the outlet boundary. At the
bottom, the wall function is used to account for the rough bed, and
the gradient of averaged velocity is expressed as follows (see,
among others, Refs. [11,22]:
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Here, z is the distance of the first grid from the bed. If the above equa-
tion is integrated, the logarithmic velocity distribution at the boundary
layer is obtained. Using the final value of shear velocity, u�, the
boundary values of k and e at the bed can be defined as follows:
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The water surface is assumed far enough from the cylinder.
Therefore, it can be assumed that the effects of blocking vortex
shedding on the water surface are negligible [11]. Hence, the
symmetric boundary condition was employed, in which the verti-

cal velocity and the gradient of horizontal velocity at the vertical
direction were zero (see Fig. 2).

The governing equations of fluid phase are discretized on a
staggered mesh, in which the fluid pressure, turbulent kinetic
energy, and dissipation rate are defined at the center of the scalar
cell. The fluid velocities are defined at the center of the staggered
cell, which is positioned at the scalar cell faces. The governing
equations are solved in a Cartesian coordinate by the finite volume
method with the SIMPLE algorithm. The hybrid scheme is
applied to approximate the discretized equations: the convection
and the diffusion terms are discretized with the first order upwind
and second order central differencing schemes, respectively.

3 Modeling of Fluid Flow

It is attempted to validate the fluid model against the experimental
studies of Alper Oner et al. [8] for velocity profiles around the pipe,
both qualitatively and quantitatively. In their experimental setup, a
transparent Plexiglas-walled laboratory channel was used with 1 m
width, 0.75 m depth and 14 m length. The water depth in the channel
and pipe diameter was, respectively, 0.6 m and 0.05 m, and the cur-
rent velocity was 19.7 cm/s. The first, qualitative validation was
closely related to the distribution of velocity at the front and rear
side of the pipe, as shown particularly in the boundary layer context
[8]. The computational domain was set to 30D long and 3.5D depth,
as shown in Fig. 2. It is noted that the dimensions of computational
domain were chosen based on the Liang and Cheng [11] recommen-
dation to cover the complete vortex-shedding domain. The pipe was
located at 10D on the seabed, and 1500� 260 grids were considered
to discrete the computational domain.

The comparison of the simulated and measured mean horizontal
velocity around a pipe with ReD¼ 9500 for two cases of e/D¼ 0 and
e/D¼ 0.3 at the various cross-sections is depicted in Fig. 5. The grid
size near the bottom wall was refined to capture the high variation of
flow characteristics near the pipe for both cases. As seen, the model
describes the horizontal velocity profile at the upstream and down-
stream of the pipe very well. A great deal in modeling of scour
beneath pipelines is the analysis of flow pattern around pipelines laid
on the bed (e/D¼ 0.0); hence, the calculated fluid pattern in terms of
time-averaged streamlines is shown in Fig. 4. To compare qualita-
tively the simulation result with the experiments, the experimental
data of Alper Oner et al. [8] are also presented at the top of the figure.
As can be seen, the pattern of simulated flow streamlines is identical
to the experimental one. The simulated and experimental results for
the time-averaged streamlines and its pair of primary vortices at the
rear side of the pipe are clearly similar. However, size of vortices at
the front and rear sides of the pipe is a little smaller than the observa-
tions, which may be attributed to the mesh density near the pipe sur-
face. It can be concluded that the numerical model results share a
very good agreement with the Alper Oner et al. [8] experiment.

An important characteristic of the current flow around a pipe is
the vortex shedding that affects the live-bed scour. Thus, by simu-
lating one of Alper Oner et al.’s [8] experimental conditions
(ReD¼ 9500 and e/D¼ 0.3), the model capability in the modeling
of vortex shedding is examined and shown in Fig. 5. According to
Sumer and Fredsøe [1], the vortex shedding takes place when the
pipe is far enough from the bed that the lower shear layer can be
developed as strongly as the upper shear layer of the pipe, which

Fig. 2 Schematic sketch of the computational flow domain

Table 1 Constants for the k-e turbulence closure model

Cl rk re c1e c2e

0.09 1.0 1.3 1.44 1.92

Table 2 Constants for the sediment phase in the MBS-2D
model

A2 A3 CM CD1

p/4 p/6 0.5 0.4
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leads to a strong interaction between the shear layers and, subse-
quently, suppression of the vortex shedding. Figure 5 shows the
snapshots of instantaneous streamlines around the pipe at different
time instants. As seen, the vortex formation and the shedding pro-
cess are readily presented in the figure. Two vortices at the upper
and lower sides of the pipe were formed in a periodic manner with
a certain time lag. The qualitative comparison of the simulated
vortex shedding with the experiment indicates that the flow model
is capable of simulating the vortex shedding. Comparison between
the simulation and experimental results shown in Figs. 3–5 dem-
onstrates the model capability of simulating the current flow near
a pipe where vortex shedding occurs.

In this part, it is attempted to employ the fluid phase model to
explore some sophisticated hydrodynamic parameters, such as
flow velocity near the pipe, fluid shear stress, and Strouhal num-
ber, with measurements that are rather difficult and time-
consuming. These parameters respectively influence the different
stages of the scour processes beneath a pipeline.

Figure 6 displays the time fluctuation of flow horizontal velocity
during the vortex shedding process at upper and down sides of the
pipe, the same condition presented in Fig. 5. It is expected that the
fluctuation in flow horizontal velocity during the vortex shedding
happens with a time lag. As seen, the horizontal velocity at the upper
side of the pipe after its initial maximum value reaches its minimum
when the free-stream side vortex gradually is convected and shed
towards downstream from the pipe surface at t¼ 0.5 s, corresponding
to the condition shown in Fig. 5(a). Simultaneously, the down side
horizontal velocity after its initial value reaches to its local maximum
while the lower shear layer becomes gradually stronger. Whereas, at
t¼ 1.0 s (see Fig. 5(b)), the down side horizontal velocity reaches its
local minimum as the lower shear layer becomes stronger and the
bottom side vortex starts to be generated. At t¼ 2.0 s to the end of
the vortex shedding process (see Figs. 5(c)–5(f)), both the upper and
down sides of the velocities become rather steady, and consequently,
the lower shear layer little by little is developing to become as strong
as the upper shear layer of the pipe. This leads to a strong interaction
between the shear layers and subsequently suppression of the vortex
shedding.

Figure 7 displays the distribution of fluid bottom shear stress
along the seabed for different gap ratios. The bottom shear stress
is calculated by

sw ¼ l
dU

dy
(13)

in which sw is the fluid shear stress along the bottom wall. As can be
seen from the figure, the fluid shear stress increased with decreasing
e/D at the pipe vicinity, and it reaches to its maximum value at the
gap beneath the pipe center. As expected, the fluid shear stress con-
verges to a fix value of live-bed condition at a distance far from the
pipe. At small gap ratios, flow in the gap between the rough bed and
pipe is very strong, and the flow is similar to a jet flow [1]. There-
fore, the jet velocity beneath the pipe at e/D¼ 0.1 is the largest in
the gap. The mechanism of flow shear stress can be attributed to the
vortex generated at the front and rear sides of the pipe. As Yeganeh-
Bakhtiary [15] pointed out at small gap ratios, a small eddy, which
rotates clockwise, generates in front of the pipe, which is also in line
with the experimental findings (among others, see Refs. [4,24,25]).
It partly deflects approaching flow away from the gap and, conse-
quently, reduces the flow passing through the gap. In other words,
the eddy at the front side of the pipe just forms an obstruction to the
approaching flow near the bed and decreases the fluid shear stress at
the front side of pipe. However, the gap flow is not significantly
affected by the eddy at the rear side of pipe that is mainly moved
upwards behind the pipe; thus, the fluid shear stress increases notice-
ably here. By increasing the gap ratios, the eddy at the front side of
the pipe becomes weak and ultimately disappears. Moreover, two
eddies are seen just behind the pipe and may interact noticeably and
create the vortex shedding.

Figure 8 illustrates the power spectral density (PSD) diagram for
horizontal velocity around a pipe with ReD¼ 9500 and e/D¼ 0.3.
It is intended to obtain the pipe’s Strouhal number based on the
frequency of vortex shedding that can be evaluated by using the
technique of PDS analysis of the flow velocity (for more informa-
tion, see Ref. [8]). The Strouhal number is estimated as

St ¼ fD

U0

(14)

Here, f is the vortex-shedding frequency, U0 is the current veloc-
ity, and D, as previously mentioned, is the pipe diameter. It is evi-
dent from Fig. 8 that the value of PSD for both the upper and
lower sides of the pipe is maximum in a frequency equal to 0.625
that is corresponding to a Strouhal number equal to 0.158

Fig. 4 Time-averaged streamlines for ReD 5 9500 and e/D 5 0
at the top of the figure for the experimental result of Alper Oner
et al. [8]

Fig. 3 Comparison of the mean horizontal velocity of numeri-
cal result with Alper Oner et al. [8] experimental data at
ReD 5 9500: (a) e/D 5 0.0 and (b) e/D 5 0.3. The experimental
data are presented by symbols and the model results denoted
by solid line.
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according to Eq. (14). This value for the Strouhal number is very
close to the value obtained by Alper Oner et al. [8] for their
experiment case of e/D¼ 0.3.

4 Formulation of Sediment Phase Model

4.1 Governing Equation of Sediment Phase. The sediment
phase in MBS-2D was constructed as a Lagrange approach based
on the Cundall and Strack [26] initial idea for simulation of dis-
crete elements in rock mechanics, introducing the soft contact
among each contacting particles. The sediment particles were
treated as rigid disks with the uniform diameters in a vertically
two-dimensional plane, and the equations of motion of the ith par-
ticle on the vertically 2D coordinates are as follows:

q
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Fig. 5 Snapshots of instantaneous streamlines for ReD 5 9500 and e/D 5 0.3 within t 5 4.5 s; (a) t 5 0.5 s, (b)
t 5 1.0 s, (c) t 5 2.0 s, (d) t 5 3.0 s, (e) t 5 4.0 s, and (f) t 5 4.5 s

Fig. 6 Time variation of horizontal flow velocity at upper and
downsides of pipe

Journal of Offshore Mechanics and Arctic Engineering AUGUST 2013, Vol. 135 / 031705-5

Downloaded From: http://offshoremechanics.asmedigitalcollection.asme.org/ on 12/27/2017 Terms of Use: http://www.asme.org/about-asme/terms-of-use



pd4

32

dxpi

dt
¼ d

2

X
j
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CD ¼ CD1 þ
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Rep
; CD1 ¼ 0:4; Rep ¼
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�
(18)

in which A2 and A3 are two- and three-dimensional geometrical
coefficients of the particle; CM and CD are, respectively, the added
mass and drag coefficients; d is the particle diameter; upi and vpi

are horizontal and vertical components of the particle velocity; fn
and fs are normal and tangential components of the force acting
between the ith and jth particle on the n-s local coordinate system;
xi, yi are coordinates of the ith particle in the x� y directions; fDxi

and fDyi
are sediment-fluid interactions terms in the horizontal and

vertical directions for particle i, respectively; xp is the rotational
angle of the ith particle; Rep is the sediment grain Reynolds num-
ber; and aij is the contacting angle between the ith and jth particles
that equations of motion of the disk particles are solved in the
explicit scheme presented in Fig. 9. The constants associated with
the sediment phase model are reported in Table 2.

The interaction forces between the sediment and fluid phases
were estimated based on the Newton third-law action and reaction
hypothesis, in which the imposed forces to sediment particles at
the fluid cell in the previous time step were transformed to the
fluid domain in the next time step.

4.2 Interparticle Interaction. At the contacting point of
each contact particle, the spring-dashpot system was introduced to

Fig. 7 Distribution of flow shear stress near the rigid bed at different gap ratios

Fig. 8 PSD diagram for horizontal velocity upper around a
pipe: (a) upper side of pipe and (b) lower side of pipe

Fig. 9 Multiparticle collision and interaction system between
each contacting grains in the DEM model [28]
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express the interparticle interaction, as shown in Fig. 9. As the
sediment beneath the pipeline consists of the uniform sand grains,
the assessment of contacting particle is formulatedffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xi � xj

� �2þ yi � yj

� �2
q

� cd (19)

where (xi, xj) and (yi, yj) are the coordinates of centroid of ith and
jth particles and c is the constant around 1.0. The acting force in
the normal and tangential directions between two contacting par-
ticles ith and jth can be estimated by following relations. The inter-
action terms in both the tangential and normal directions can be
written as follows:

fnðtÞ ¼ enðtÞ þ dnðtÞ; fsðtÞ ¼ esðtÞ þ dsðtÞ (20)

enðtÞ ¼ enðt� DtÞ þ Akn:D1n; dnðtÞ ¼ gn:D1n=Kts (21)

esðtÞ ¼ esðt� DtÞ þ Aks:Dns; dsðtÞ ¼ gs:Dns=Dts (22)

where en(t) and es(t) are forces acting on the spring; dn(t) and ds(t)
are forces acting on the dashpot; Akn and Aks are spring constants;
gn and gs are damping constants; and Dfn and Dfs are displace-
ments of a particle during the time marching in sediment phase
Dts.

Since sand grains were assumed as noncohesive grains, a joint
between contacting grains was not resisted against tension forces.
On the other hand, a shear stress limit was utilized in the local tan-
gential direction, and joint slips by exceeding this limit. The joint
characteristics can be defined as

fn tð Þ ¼ fs tð Þ ¼ 0 when :en tð Þ < 0 (23)

fs tð Þj j ¼ l en tð Þj j when es tð Þj j > l en tð Þj j (24)

Here, l is the coefficient of friction (¼0.55). The time step Dts
should be proportional to the critical time step or Dtc to satisfy the
DEM model stability. For a single mass-spring system with a sin-
gle degree of freedom based on the particle mass m, Dts and Dtc
can be estimated as

Dts ¼ Dtc=20; Dtc ¼ 2p
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m=2Akn

p
(25)

The time-marching sediment phase was adopted as Dts; thus, Akn

was estimated by Eq. (25) and Aks by the following equation:

Aks ¼
Akn

2ð1þ �posÞ
(26)

The damping coefficients were estimated from the critical damp-
ing conditions,

gn ¼ acn2
ffiffiffiffiffiffiffiffiffiffiffiffi
m:Akn

p
; gs ¼

gn

2 1þ poð Þ (27)

Here, po (¼ 0.3) is the Poisson’s ratio and acn (¼ 1.0) is a calibrat-
ing coefficient. For more information, please refer to Yeganeh-
Bakhtiary et al. [18].

4.3 Computational Domain and Boundary Conditions. In
addition to the fluid phase, the boundary conditions for the sedi-
ment phase had to be specified. Figure 10 shows a schematic
sketch of the computational domain to evaluate the scour beneath
a pipe flow model along with its corresponding boundary condi-
tions. According to Yeganeh-Bakhtiary et al. [18], in the sediment
phase, the packing is essential to determine the initial position of
sediment particles before starting calculations; thus, two different
sets of particles in the packing procedure were defined, namely
main sediment particles and solid wall particles. Main particles
were initially arranged, leaving a 0.001d gap between each other.
Prior to the main calculation phase, a preliminary packing proce-
dure was executed to determine the locations of sediment par-
ticles. In other words, the sediment particles were subjected to
gravity force in the packing process to fill initial porosity, leading
to a more natural arrangement of bed particles. During the packing
process, the velocity of moving particles was monitored to assess
the convergence of the packing calculation.

A periodic boundary condition was assumed in the x-direction
to facilitate the numerical simulation. In the sediment domain, to
decrease the computational load as a particle moves out of the do-
main, the particle again reintroduced to the domain with the same
characteristics from the other side of the periodic boundary. To
prevent the particle penetration to the wall boundary, the stiffness
coefficient for springs was selected two times more than the exist-
ing stiffness among the sediment particles. At the wall boundaries,
the mechanical characteristics were set twice as the main
particles, since these particles were set to have no displacement
during interparticle contacts; therefore, the static contact charac-
teristics were replaced with the kinetic ones as

kwall
n ¼ 2kn; kwall

s ¼ 2ks; gwall
n ¼ 2gn;

gwall
s ¼ 2gs; lwall ¼ 2l (28)

A great deal in the application of the MBS-2D model is the
decrease of particle numbers to one that the model can readily run
the program with less calculation load. To do so, considering rep-
resentative particles, as long as the scour modeling process was
not immersed by the size of particles, can be a very reasonable
remedy for this deficiency. In this numerical experiment, the num-
ber of particles was set to 6240, with the size of 2 mm as the repre-
sentative bed grain, while the average size of the sand grain in
Mao’s [5] experiment is 0.36 mm.

4.4 Simulation of Live-Bed Scour. Since application of a
numerical model is completely dependent on its verification
against a real life problem, herein the developed two-phase flow
model was evaluated versus the experiment of Mao [5], used as a

Fig. 10 Schematic sketch of computational domain of current-induced scour beneath
a pipe
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benchmark test for the modeling efforts. Hence, the following set
up was chosen, in which the fluid phase domain was 0.5 m wide
and 0.2 m deep, while the sediment phase was 0.5 m wide and the
domain thickness was 0.05 m. The time increment in the fluid
phase was chosen as 0.04 s (Dt), whereas, for the sediment phase,
it was set to 10 E–5 (Dts). Table 3 reports the experiment hydrody-
namics conditions of Mao [5].

To simulate the scour process with the MBS-2D model, the
boundary shear velocity in the sediment phase domain was
decreased by applying the periodic boundary and having fixed
Shields parameters between the Mao’s experiment [5] and the nu-
merical simulation [27],

h ¼ u2
�

S� 1ð Þgd
(29)

Here, u� is the shear velocity, S is the relative sediment specific
density (¼qs/q), and d is the sediment diameter.

As seen in Table 3, since h > hcr, the live-bed condition in the
experiment is met. Mao [5] reported that the scour process in the
live-bed condition was not significantly influenced by the size of
bed grains; hence, it can be inferred that, in the live-bed condition,
the scour process mainly depends on the Shields parameter. That
is because of the same transport condition near and far from the
pipe, resulting in equal exchange of sediment discharge.

After development of the MBS-2D model and selecting the
studied case, the simulated results obtained by the model were
reported in different snapshots. It is noted that the time scales for
the developed model and the observed laboratory data were signif-
icantly different, due to not considering the exact micromechanics
of scour in both the tunnel erosion and lee-wake stages. Therefore,
the bed evolution processes were scaled according to the equilib-
rium time of the scour process.

Figure 11 presents the bed evolution snapshots at different time
steps, namely t ¼ 0 min; t ¼ 11 min; t ¼ 18 min; t ¼ 25 min;
t ¼ 50 min; and t ¼ 120 min, respectively. As seen from the snap-
shots, the numerical model predicted the scour profile very well,
though little discrepancies still existed on the rear side of the pipe.

Fig. 11 Snapshots of bed profile during scouring beneath a pipe. The shadow is the simulated profiles and the solid circle
is the Mao [5] observation at: (a) t 5 0 min; (b) t 5 11 min; (c) t 5 18 min; (d) t 5 25 min; (e) t5 50 min; (f) t 5 120 min.

Table 3 Parameters in Mao’s [5] experimental setup

Parameters D ðcmÞ d50ðmmÞ Uðcm=sÞ e=D h

Value 5 0.36 86.9 0 0.33
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This may be attributed to the complicated flow pattern that
changes continuously, due to the generation and movement of
the sediment mound as well as the one-way nature of the cou-
pling between fluid and sediment phases. It can be inferred that,
at the very beginning of tunnel erosion, the numerical model can
simulate the generated dune at the rear side of the pipe, consider-
ing interactions among particles, pipe, and flow field. It is readily
seen that the Euler–Lagrange coupling model does not need to
use a sinusoidal profile at the initiation of scour. It means, unlike
most of previous studies, in which a sinusoidal profile perturba-
tion was assumed, in our model, the scour simulation starts from
an initial flatbed profile under the pipe. The sinusoidal profile
assumption, on the other hand, can cause some inaccuracy in
simulation of the flow pattern and subsequently the scour profile,
particularly at early stages. Another point that should be elabo-
rated is the triangle shape of scour beneath the pipe induced by
the larger amount of sediment immigration at the rear side than
the front side of the pipe, which clearly indicates the effect of
vortex shedding to trigger the sediment motion at the lee-wake
stage of scour.

To explore the scour depth formation as one of the important
issues to validate the performance of the MBS-2D model for sim-
ulation of the current-induced scour beneath a pipe, the time vari-
ation of scour depth obtained from the numerical simulation is
compared with that of the Mao [5] results and depicted in Fig. 12.
As seen from the figure, the MBS-2D model simulates the general
trend of scour depth formation at the whole scour processing well.
The predicted scour depth agrees very well with that of the experi-
mental one at early scour stages; however, the numerical model
slightly underestimates the scour depth as the time marching
towards the equilibrium stages. In other words, the scour depth
increased rapidly at the initial stages of scour, which corresponded
to the tunnel erosion (t< 10 min). Thereafter, the scour depth
increased at a progressively lower rate until it reached the equilib-
rium value: this finding is in line with the experimental results of
Mao [5]. By revisiting Fig. 7 for distribution of fluid shear stress,
it may be concluded that the reduction of the scour depth is
closely correlated with the decrease in fluid shear stress at the
scour hole beneath the pipe and on the upstream side of the scour
mound. This finding is in line with the experimental observation
reported by Mao [5] and later by Sumer and Fredsøe [23] on
reducing the fluid shear stress beneath the pipe to reach its equilib-
rium value.

5 Conclusive Remarks

In this paper, an Euler–Lagrange coupling two-phase flow
model was introduced to simulate the current-induced scour
beneath marine pipelines. The simulation model, namely the
MBS-2D model, was constructed with the RANS solver in con-
junction with a k-e turbulence closure model to describe the flow
field around a pipe coupling to a Lagrange model based on the
DEM for sediment phase motion. In the Euler–Lagrange coupling

model, both the flow-particle and interparticle interactions were
considered in a one-way coupling condition. At first, the fluid
phase model was validated against the experimental studies of
Alper Oner et al. [8] for current flow around a pipe over a fixed
bed. Then, MBS-2D results were compared with the experimental
data of Mao [5], which is usually used as a benchmark test for
simulation of scour beneath a pipe. The result showed that the
model performed well in comparison with the experimental data,
and a very good agreement between the estimated profiles and
observed ones was observed. The following conclusions can be
drawn from this numerical study:

• The obtained result showed the capability of the fluid phase
model to simulate the vortex shedding and estimated the
range of both fluid shear stress and Strouhal number as the
effective parameters in the scour process.

• The MBS-2D model predicted the scour profile very well,
though little discrepancies existed on the rear side of the
pipe. This may be attributed to the complicated flow pattern
that changes continuously due to the generation and move-
ment of the sediment mound as well as the one-way nature of
the coupling between the fluid and sediment phases. It is evi-
dent from the numerical result that the triangle shape of the
scour hole is induced by the larger amount of sediment immi-
gration at the downstream side of the pipe to that of the
upstream side, which clearly indicates the effect of vortex
shedding to trigger the sediment motion around a marine
pipeline at the lee-wake stage.

• The MBS-2D model simulates the general trend of scour
depth formation at the whole scour processing well. The
scour depth increased rapidly at the tunnel erosion stage of
scour. Thereafter, the scour depth increased at a progressively
lower rate until it reached the equilibrium value: this finding
is in line with the experimental results of Mao [5]. The reduc-
tion of scour depth is closely correlated with the decrease in
fluid shear stress at the scour hole beneath the pipe and on the
upstream side of the scour mound.
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Nomenclature

A2, A3 ¼ two- and three-dimensional geometrical
coefficient of particle

Akn and Aks ¼ spring constants in tangential and normal
directions

CM ¼ added mass coefficient
CD ¼ drag coefficient

Cl, rk , re, C1e C2e ¼ constants in the k � e turbulence model
D ¼ pipe diameter
d ¼ particle diameter

dn tð Þ and ds tð Þ ¼ damping force acting on dashpot in tangen-
tial and normal directions

en tð Þ and es tð Þ ¼ force acting on spring
e/D ¼ the pipe’s gap ratio

FDx and FDy ¼ sediment-fluid interactions terms
f ¼ vortex-shedding frequency

fn, fn ¼ normal and tangential components of the
interparticle force

g ¼ acceleration of gravity
ith and jth ¼ number of particle

k ¼ turbulent kinetic energy
m ¼ mass of particle
P ¼ fluid pressure

po ¼ Poisson’s ratio
pr ¼ production of turbulent kinetic energy due to

shear stress

Fig. 12 Time-dependent scour depth and its comparison with
Mao’s [5] observation
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ReD ¼ pipe’s Reynolds number
S ¼ sediment specific density

St ¼ Strouhal number
t ¼ marching time

U, V ¼ the mean flow velocity components in hori-
zontal and vertical directions

upi, vpi ¼ horizontal and vertical components of the
particle velocity

u� ¼ boundary shear velocity
xi; yi ¼ position of ith particle

Dt ¼ marching time step in fluid phase
Dtc ¼ critical time step
Dts ¼ marching time step in sediment phase
C ¼ effective viscosity
v ¼ molecular viscosity

vt ¼ eddy viscosity
e ¼ dissipation of turbulent kinetic energy

gn and gs ¼ damping coefficients in tangential and nor-
mal directions

Dfn and Dfs ¼ displacements of a particle during time in-
crement Dts

aij ¼ contacting angle between ith and jth particles
sw ¼ fluid shear stress along seabed
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