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a b s t r a c t

This paper presents a Lagrangian coupling two-phase flow model for simulating scour processes beneath

a marine pipeline with respect to the sediment and fluid phase interactions. Smoothed Particle Hydrody-

namics (SPH) capability is employed to simulate sediment and fluid particles movement, respectively as the

Newtonian and non-Newtonian fluids in the framework of two-phase flow modeling. The Sub-Particle Scale

(SPS) model also is closured to the fluid phase solver to account for the turbulence effects. The soft contact

approach is incorporated in the sediment phase to simulate the interparticle collisions during the local scour-

ing. Following to the Lagrangian coupling model development, the current-induced scour beneath a pipe at

tunnel erosion and early stages of lee-wake erosion were explored and then compared with the experiments.

The obtained results illustrated the efficiency of the proposed two-phase flow model to reproduce the scour

profiles evolution up to the early stages of lee-wake erosion. Within the presented model, the parameters

such as pressure field and non-dimensional sediment transport rate beneath the pipe were also estimated.
c© 2012 Elsevier Ltd. All rights reserved

1. Introduction

Estimation of current-induced scour plays a crucial role in design-

ing both offshore and nearshore pipelines used to convey fresh water

and crude oil. Recently a lot of research effort has been directed to-

ward a better understanding of the current-induced scour beneath

a pipeline laid on erodible seabed. The scour process due to the dif-

ferent interactions between flow field, pipe and erodible bed takes

place in three subsequent stages; namely onset of scour, tunnel ero-

sion and lee-wake erosion. The hydrodynamics of tunnel erosion and

early stage of lee-wake erosion of scour beneath pipelines is highly

complex and important from both applied engineering and sediment

transport point of view. During these stages, substantial sediment

transport takes place and the main part of the scour hole just be-

low the pipe is generated; consequently, the scour hole immediately

beneath the pipe expands extremely fast and a mound of sediment

begins to form downstream of the pipe.

Experimental activities have shown that during the tunnel ero-

sion continuing to early stage of lee-wake erosion, the migration of

the sediment particles beneath pipelines occurs in a very short pe-

riod of time, which commonly is resulted by the generation of a gap
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between the pipe and erodible seabed; the vortex shedding then trig-

gers motion of the dune formed at the rear side of pipe [1]. Numerous

studies have been reported so far on experimental modeling of scour

beneath pipelines. Most of these studies deal with the experimental

modeling based on Buckingham theorem [1,2,3,4,5]. Despite signif-

icant advances in the experimental modeling, they have their own

limitations in having high cost and constraints of scaling effect in the

range of applicable parameters. These limitations make the experi-

mental modeling more suitable to estimate the equilibrium depth of

scour. On the other hand, the deficiency with the experimental mod-

eling, along with the rapid advancement in computation capacity, led

to the popularity of the numerical methods in the simulation of local

scouring.

In the application of the numerical methods usually two disci-

plines have been employed to capture the scour profiles beneath

a pipeline, the so-called single-phase and two-phase models. The

single-phase models are categorized as the potential flow models

(among others, [6,7,8]) and the viscosity/turbulence based models [

9,10,11]. The former models were able to predict the maximum depth

of scour and the upstream part of the scour hole, but failed to predict

correctly the scour profile due to restrictions in simulating both the

wake flow and vortex shedding. In the latter models, (normally ac-

companied with a turbulence closure model), the scour profile could

be determined from the mass balance equation in which the sedi-

ment transport rate was estimated based on the shear stress exerted

by the flow field. These kinds of models are usually referred to as the
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process-based models [12]. The process-based models were success-

fully used in the simulation of scour profile. However, they have a

shortcoming in simulating the early stages of local scour.

The single-phase models usually are not able to consider the in-

terparticle interactions in modeling of the scour process beneath ma-

rine pipelines explicitly. Therefore, to cope with this problem more

recently, some researchers developed the so-called Euler–Euler two-

phase flow approaches to model the scour process as a two-phase flow

phenomenon [12,13]. On the other hand, the Euler–Lagrange cou-

pling two-phase flow approach as a new method has been applied

by many researchers for the case of sediment transport modeling.

This approach in comparison to the introduced Euler–Euler approach

[13,14,15,16] has the capability not only to track sediment move-

ment based on Mohr–Coulomb failure criterion but also to consider

the interparticle interactions in a more natural way. The deficiency

with the Euler–Lagrange method, however, is its inherent one-way

behavior in considering the sediment–fluid interactions [16,17,18].

This may limit the application of the Euler–Lagrange models to the

hyper-concentrated flow cases and it might be attributed to the dif-

ficulties arising from the time averaging scheme of sediment–fluid

interaction terms for the mesh based problems.

The Smoothed Particle Hydrodynamics (SPH) is one of the ear-

liest Lagrangian models that was initially introduced by Lucy et al.

[19] to simulate the astrological explosions. Later on, Monaghan [20]

extended the SPH model to simulate the free surface flow. SPH ap-

proach as a pure Lagrangian method accompanied by a sediment

closured model has been rarely applied to simulate the two-phase

flow phenomena. More recently, Ha et al. [21] applied a CSPH model

to simulate water jet penetration in a soil media. In the model, the

sediment phase was simulated by adding some extra terms imposing

interactions between particles, introducing the artificial viscosity and

sediment failure with respect to the Mohr–Coulomb theory.

Until now, to the best knowledge of the authors, no Lagrangian

coupling two-phase model based on SPH framework has been re-

ported to simulate the current-induced scour profile beneath a pipe.

Therefore, in this study, it is attempted to develop a Lagrangian cou-

pling two-phase flow model for simulation of scour process by con-

fining our focus to the tunnel erosion and early stage of lee-wake ero-

sion. Both the sediment and fluid phase are described respectively as

Newtonian and non-Newtonian fluid based on the SPH technique. In

order to consider the turbulence effects on flow motion, the so-called

Sub-Particle Scale (SPS) [22] model is closured to the developed SPH

model for fluid phase, which is deduced from Smagorinsky SGS grid-

based model. To account for the interparticle collision effects on scour

process, the contacts among the sediment particles are simulated by

developing a soft contact model closure to the sediment phase. In

our approach, the contact forces are estimated based on the Distinct

Element Method (DEM), which is initially introduced by Cundall and

Strack [23] in rock mechanics, by activating a spring and dashpot

system between the contacting particles. The fluid–sediment inter-

action is also introduced in the form of SPH formulation. To evaluate

the developed two-phase model performance, the numerical result

is compared against the experimental data of Mao [1] and Oner et al.

[24].

The rest of the paper is organized as follows: Section 2 presents a

description of the developed Lagrangian two-phase model. The com-

putational domains and development of the boundary conditions and

characteristics are outlined in Section 3. In Section 4, the numeri-

cal model validation is presented and then the numerical results for

the scour formation are discussed. Section 5 summarizes the main

findings of the study and provides a brief discussion concerning the

developed Lagrangian two-phase model properties.

2. Two-phase flow formulation

2.1. Governing equations

The SPH model uses the moving computational particles for dis-
cretizing the domain of current-induced scour beneath a pipe. The
governing equations in Lagrangian forms are considered in terms of
the continuity and momentum equations as the following [ 25,26]:

1

ρ f

∂ρ f

∂t
+ ∇ ·

(→
u f

)
= 0 (1)

d
→
u f

dt
= −∇ pf

ρ f
+ →

g +ν f ∇2 →
u f + 1

ρ f
∇ · τ f +

→
f f s (2)

where ρ f is the fluid density;
→
u f is the fluid velocity; t is the time; ν f

is the fluid kinematic viscosity; g is the gravitational acceleration; pf

is the fluid pressure; −(1/ρ f )∇ pf is the fluid pressure gradient term;

v f ∇2 →
u f is the fluid viscous term; (1/ρ f )∇ · τ f indicates the fluid large

eddy effects; and
→
f f s is the sediment–fluid interaction term:

1

ρs

∂ρs

∂t
+ ∇ ·

(
ρs

→
us

)
= 0 (3)

d
→
us

dt
= −∇ ps

ρs
+ →

g +νs∇2 →
us −

→
f f s +

→
fcolp (4)

where ρs is the sediment phase density; ps is the sediment phase

pressure;
→
u s is the sediment phase velocity vector; t is time marching;

νs is the sediment phase kinematic viscosity;νs∇2 →
u is the sediment

phase viscous force;
→
f fs is the sediment–fluid interaction force; and

→
fcolp is the sediments interparticle force.

In the SPH approximation, each characteristic like A(
→
r ) is esti-

mated by the following integral interpolants equation:

A
(→

r
)

=
∫

A
(
r ′)W

(
→
r −

→
r ′ , h

)
dr ′ (5)

where r is the particle position; h is the smoothing length; and W(
→
r

−
→
r ′ , h) is the weighting or kernel function specified by a Quintic

function as

W (r, h) = 7

4πh2

(
1 − q

2

)4
(2q + 1) (6)

where q = r/h. The Quintic kernel function is selected here in order

to have no tension instability difficulty compared with the Gaus-

sian, Quadratic and/or Cubic spline kernel functions. Eq. (5) in its

discretized form can be expressed as

Am

(→
r
)

=
∑

j

mmj
Amj

ρmj
Wi j (7)

where mj and ρ j respectively denote the mass and density of do-

main particle j; the subscripts m (f and s) represent the fluid and

sediment phases, respectively; Wi j = W(
→
ri − →

r j ) is the weight func-

tion that should be continuous, non-zero within the influence do-

main (a circle with radius of 2h). It is noted that the summation is

performed all over the particles within the region of influence do-

main. Moreover, the function should meet the normalization condi-

tion (
∫

W(
→
r −

→
r ′ , h)dr ′ = 1) and tends to Dirac delta as the smoothing

length, h, tending to zero.

As Ting et al. [27] pointed out, the turbulence effect has a great

influence on the fluid flow; therefore, the Sub-Particle Scale (SPS)

turbulence closure model was also employed to take the turbulent

effects into account as follows:

dρ f

dt
= −

N∑
b=1

mb (u f − ub)
→
∇ f Wfb (8)



66 Morteza Zanganeh et al. / Applied Ocean Research 38 (2012) 64–73

dρs

dt
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(11)

where ταβ/ρ = 2νt Sαβ − (2/3)kδαβ − (2/3)Cl ∆l2δαβ |Sαβ |2 is the

sub-particle stress tensor; νt = [min (Cs∆l)]2|S| is the turbulence eddy

viscosity; k is the SPS turbulence kinetic energy; Cs is the Smagorin-

sky constant (0.12); Cl = 0.0066; ∆l is the particle–particle spacing;

|S| =
√

(2Sαβ Sαβ ), Sαβ is the SPS strain tensor; and δαβ is the Dirac

delta coefficient. Subscripts f and b represented the fluid particles;

whereas, s and j denoted the sediment particles.

Incompressibility approximation in the SPH method is a com-

mon trick to replace a stiff equation of state rather than solving the

Poisson’s equation. This equation relates the density and the pressure

for both sediment and fluid particles as

Pm = c2
0mρ0m

7

((
ρm

ρ0m

)7

− 1

)
(12)

where m denotes the kind of particle (sediment or fluid); c0m =√
∂p/∂ρ , coefficient of sound speed, herewith c0m = 10umax was used

to keep Mach number less than 0.1, meaning that the compressibility

is negligible and umax is the maximum velocity of particles.

In the flow with the sharp fluid interfaces, a spurious pressure

fluctuation brings an incorrect pressure approximation to SPH. To

resolve the problem of spurious pressure fluctuation, some reme-

dies have been proposed. Colagrossi and Landrini [28] employed a

moving-least-square kernel approximation to re-initialize the den-

sity field at distinctive time steps to get more accurate pressure field.

Khayyer and Gotoh [29,30] derived a more accurate source term of

a Poisson pressure equation based on a higher order calculation of

the time rate for changing of density rather than the density itself

in the ISPH and MPS, respectively. More recently, a modified Pois-

son pressure equation along with a corrective matrix for pressure

gradient is introduced to resolve the spurious pressure fluctuation

in MPS by Khayyer and Gotoh [31]. The present study, however, is

confined to the current-induced scour beneath a pipe in which the

spurious pressure fluctuations are negligible. Hence, the pressure field

can be approximated well with filtering or averaging techniques. In

other words, the filtering or smoothing techniques act as the artificial

damping factors. The smoothing techniques expressed as follows are

applied in every 200 time steps [32]:

→
us

i =
(
1 − β

) →
ui +β

∑
j (mj/ρ j )

→
ui Wi j∑

j (mj/ρ j ) Wi j
(13)

ρs
i =

∑
j (mj/ρ j )ρ j Wi j∑

j (mj/ρ j ) Wi j
(14)

ps
i =

∑
j (mj/ρ j )

[
pT

j + ρi g (z j − zi )
]

Wi j∑
j (mj/ρ j ) Wi j

(15)

where
→
uT

i is the updated velocity via explicit integration of the mo-

mentum equation;
→
us

i is the smoothed velocity; β is the smoothing

parameter; ρs
i is the smoothed density; pT

j is the updated pressure

and ps
i is the smoothed pressure with hydrostatic correction.

2.2. Interparticle acting forces

The interphase interactions in the developed two-phase flow mod-

eling are categorized as the fluid–sediment interactions and the

sediment–sediment or interparticle interactions. The fluid–sediment

interactions term can be divided into the drag force, pressure gradient

term, and viscous terms. Estimation of these forces on given sediment

particle is based on the influence domain concept in which the nearer

fluid particles impose more acting force on the considered sediment

particle and are estimated as

ffs =
N∑

j=1

Wlj
mf

ρ f
C d

π
4

d2
s

∣∣u f − uj

∣∣ (u f − uj )

−
N∑

j=1

mf

(
pf

ρ2
f

+ pj

ρ2
j

)
→
∇ f Wfj

+
N∑

j=1

mf

⎛
⎜⎝ 4v f

→
rsj

→
ufj

(ρ f + ρ j )
∣∣∣→rfj

∣∣∣2
⎞
⎟⎠ →

∇s Wfj

(16)

where Cd is the drag force coefficient; ds is the particle diameter; uf

and uj are the velocity of fluid and sediment particles, respectively.

A soft contact approach is adapted to estimate the interparticle

forces (
→

fcolp), which is initially formulated by Cundall and Strack [23]

in the DEM. This approach has been implemented to simulate the in-

terparticle forces activated between each contacting particle [17]. The

term of interparticle interactions can be presented as the following by

considering a spring–dashpot system between contacting sediments

(see Fig. 1):

fcolp =

⎡
⎢⎢⎣
∑

j

{− fn cos αi j + fs sin αi j

}
j∑

j

{− fn cos αi j + fs sin αi j

}
j

⎤
⎥⎥⎦ (17)

fn (t) = en (t) + dn (t) (18)

fs (t) = es (t) + ds (t) (19)

en (t) = en (t − dt) + kn · ∆ςn (20)

dn (t) = ηn · ∆ςn

dt
(21)

es (t) = es (t − dt) + ks · ∆ξs (22)

ds (t) = ηs · ∆ξs

dt
(23)

Sediment grains were assumed to be non-cohesive particles, and a

tangential force limit was utilized in the local tangential direction,

whose characteristics can be defined as

fn (t) = fs (t) = 0 i f en (t) < 0 (24)

fs (t) = µ · S I G N [en (t) , es (t)] i f
∣∣es (t)

∣∣ > µ f en (t) (25)

where fn and fs are the normal and tangential components of the

force acting between ith and jth particles on the n–s local coordinate

system; αij is the contacting angle between ith and jth particles; en
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Fig. 1. A spring–dashpot system.

and es are the forces acting on the spring; dn and ds are the forces

acting on the dashpot; kn and ks are the spring constants; ηn and ηs

are the viscosity constants; ∆ζ n and ∆ζ s are the displacements of a

particle during the time increment; µ is the friction coefficient; and

the SIGN function is defined as:

SIGN [x, y] =
{+ |x| when y ≥ 0

− |x| when y < 0
(26)

According to Cundall and Strack [23], to satisfy the stability of the

soft contact numerical schemes, time step ∆t should be taken as a

proportion of the critical time step or ∆tc. ∆tc can be estimated on the

basis of a single mass-spring system with a single degree of freedom

as

∆t = ∆tc

20
; ∆tc = 2π

√
ms

2kn
(27)

where ms is the mass of a sediment particle (for more details please

refer to Yeganeh-Bakhtiary et al. [17]).where (xi, yi) and (xj, yj) are

the coordinates of the ith and jth particles; and ds is the sediment

diameter.

To account for the interparticle collisions, as shown in Fig. 1, a

system of spring–dashpot is introduced among the sediment particle.

In the case of uniform sediment the assessment of contacting particle

is formulated as√
(xj − xi )

2 + (yj − yi )
2 ≤ ds (28)

2.3. Sediment viscosity in non-Newtonian form

Evaluation of the sediment dynamic viscosity (µs) as a non-

Newtonian fluid is of great importance in the two-phase flow mod-

eling. Therefore, to estimate the value of dynamic viscosity, the so-

called Cross model is applied; the relationship among the different

parameters can be expressed as follows [33]:

µ0 − µs

µs − µ∞
= (K γ .)

m1 (29)

where µ0 and µ∞ are the viscosities at the very low and very high

shear rates, respectively; and K and m1 are the constant parameters.

As the sediment phase characteristics is approximated similar to the

Bingham or non-Newtonian fluid, the shear stress is decreased under

the yield stress condition, and the fluid structure again keeps chang-

ing to a plug flow or no flow condition. Consequently, the effective

viscosity of a Bingham fluid can be expressed by

µs = µ0 + K µ∞γ .

1 + K γ .
(30)

where γ . is the shear rate defined by the second invariant of defor-

mation strain in 2D coordinates:

γ .. =
√

2

(
∂usi

∂x

)2

+ 2

(
∂usj

∂y

)2

+ 2

(
∂usi

∂x
+ ∂usj

∂y

)2

(31)

where x and y denote the vertical and the horizontal directions. Fol-

lowing to the presented Lagrangian two-phase flow model formula-

tion, the algorithm of the simulation process of the current-induced
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Fig. 2. Flow diagram of the developed two-phase flow model simulation process.

scour beneath a pipe is shown in Fig. 2.

Comparing the above equation with the Bingham model under

K γ . ≥ 1 condition, the other parameters of the Cross model can be

defined (see [34] for details):

µ0 = 0.07 N s/m2, τB = 25 N/m2, K = µ0

τB
, and µ∞ = 103µ0.

3. Computational domain and boundary conditions

The model parameters employed in the simulation are set the

same as those used in the experiments of Mao [1], as depicted in

Fig. 3. In the studying of scour beneath a pipe, the Mao’s experiment

has been selected as the benchmark test to evaluate the numerical

model performance for scouring beneath a pipe (among others see

Fig. 3. Sketch of Mao’s experimental setup [1].

Fig. 4. Considered numerical setup for the two-phase flow model.

[10,12,13]). Fig. 4 shows a sketch of the computational domain of the

Lagrangian model for the simulation of scour beneath a pipe with its

corresponding boundary conditions. A rectangular computational do-

main was considered. The simulation was carried out using a packed

sand layer with the maximum volumetric sediment concentration as

the sediment phase. A small sinusoidal perturbation was introduced

to the initial bed profile. In other words, an initial sinusoidal bed shape

with a small gap was imposed between the pipe and the bed surface

because of the numerical requirements to trigger the sediments mo-

tion. The same approach has been adopted by Liang and Cheng [35]

and Zhao and Fernando [13], which is a remedy to simulate the tunnel

erosion process happening right after the onset of scour. The boundary

conditions were classified as the inlet and outlet boundary conditions

or the open boundary conditions, the wall boundary condition and

the pipeline boundary condition and expressed in the following:

• Periodic boundary

Periodic boundary condition was implemented to simulate the in-

let and outlet boundary conditions. In the periodic boundary, when a

moving particle passes the outlet boundary of the computational do-

main, it is reintroduced again from the inlet of the given domain [36].

Furthermore, two ghost domains with similar hydrodynamic charac-

teristics to that of the main computational domain were employed

to make up for the lack of influence domain for the lateral particles

as plotted in Fig. 5. The mean inlet velocity profile, U(y), was pre-

scribed as a fully developed turbulent velocity profile by assuming

the log-law across of the flow domain as follows:⎧⎪⎨
⎪⎩

U (y)

u∗
= yu∗

ν
yu∗
ν

≤ 11.63

U (y)

u∗
= 1

κ
ln
(

9.793
yu∗
ν

) yu∗
ν

> 11.63
(32)

where u* is the shear velocity and κ is the von-Karman constant

(0.42).

• Wall boundary

The wall boundary condition was described according to Mon-

aghan and Kos [37]: the external forces exerted on the fluid particles

prevents them from penetrating into the boundary wall (see Fig. 6).

The force experienced by a moving particle was estimated by the
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Fig. 5. Sketch of periodic boundary condition.

following expression in the normal direction:

→
f (X, Y ) =→

n ×R (Y ) × P (X) × εZ (z, u⊥) (33)

where
→
n is the normal vector of the wall boundary; X and Y are the

components of separation between the fluid and boundary particles;

R(Y) is the repulsive function; P(X) is a function ensures that a particle

is traveling parallel to the wall. The functions R(Y) and P(X) were

estimated as follows:

R (Y ) =
⎧⎨
⎩ A

1√
q

(1 − q) , if q < 1

0 if q ≥ 1
; q = 2X

h
and A = c2

i

100h
(34)

P (X) =
⎧⎨
⎩

1

2

(
1 + cos

π X

∆b

)
if X < ∆b

0 otherwise
(35)

where ∆b is the distance between two adjacent boundary particles;

and ci is the speed of sound corresponding to particle i. Finally,

εZ (z, u⊥) is a function to adjust the forces with the water depth and

velocity of water particle normal to the boundary and can be calcu-

lated as

εZ (z, uT ) = εZ (z) + εZ (u⊥) (36)

εZ (z) =
⎧⎨
⎩

0.02 z ≥ 0

|z/h0| + 0.02 0 > z ≥ −h0

1 |z/h0| ≥ 0

(37)

εZ (u⊥) =
⎧⎨
⎩

0 u⊥ > 0∣∣20u⊥
∣∣ /c0 |20u⊥| < c0

1 |20u⊥| > c0

(38)

where z is the elevation above the local still-water level (h0). As it is

apparent from the above expressions, the only important parameter

in this boundary condition is the velocity coefficient usually chosen

within the range of 12–40 in the compressible SPH method. Other

parameters in Eq. (33) such as
→
n , R(Y), P(X) and εZ (z, u⊥) can be

estimated explicitly according to Monaghan and Kos [37].

• Pipeline boundary

In the Lagrangian model, to introduce the pipe into the compu-

tational domain, a special treatment for the wall boundary condition

was adopted by adding a new term containing the stress tensor [38].

In other words, the ghost particles near the rigid wall were applied to

readily simulate the no-slip wall boundary condition. Contrary to the

boundary condition adopted in the Monaghan and Kos [37] study, in

this technique the ghost particles were distributed inside the pipeline

as a bluff body by assigning an artificial velocity to the boundary par-

ticles in the opposite direction of the incident moving particles, as

Fig. 6. Particle arrangement in solid wall boundary condition.

Fig. 7. Treating technique for defining the pipeline boundary condition [39].

shown schematically in Fig. 7. This artificial velocity can be estimated

as

→
u f B = −

(
dB

dA

)
→

u f A (39)

where di is the minimum distance of a particle from pipe surface;

and subscripts A and B representing the fluid and boundary particles,

respectively. This feature of boundary particles forces brings extra

source terms to the continuity and momentum equations to satisfy

the boundary condition:

dρ f

dt
=

N∑
b=1

mb

(→
u f − →

ub

)
Wf b +

Nb∑
b=1

mb

(→
u f − →

ub

)
Wf b (40)

du f

dt
= −

N∑
b=1

mb

(
pf

ρ2
f

+ pb

ρ2
b

)
→
∇ Wfb

+
N∑

b=1

mb

⎛
⎜⎝ 4v f

→
rlb

→
ufb

(ρ f + ρb)
∣∣∣→rfb

∣∣∣2
⎞
⎟⎠ →

∇ Wfb

+
N∑

b=1

mb

⎛
⎝ταβ

f

ρ2
f

+ ταβ
b

ρ2
b

⎞
⎠ →

∇ Wfb −
Nb∑

b=1

mb

(
pf

ρ2
f

+ pb

ρ2
b

)
→
∇ Wfb

+
Nb∑

b=1

mb

⎛
⎜⎝ 4v f

→
rfb

→
ufb

(ρ f + ρb)
∣∣∣→rfb

∣∣∣2
⎞
⎟⎠ →

∇ Wfb +
Nb∑

b=1

mb

⎛
⎝ταβ

f

ρ2
f

+ ταβ
b

ρ2
b

⎞
⎠ →

∇ Wfb+ →
g

(41)

where Nb is the number of pipe’s boundary particles.
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Fig. 8. Sketch of the computational domain in fluid phase model.

Table 1

The SPH fluid phase model parameters in modeling flow pattern around the pipeline.

Characteristic SPH

Mesh size (m) 0.004

Speed of sound (m/s) 15

Domain dimension 10D × 6D

u0 (m/s) 0.197

D (cm) 5

∆t (s) 0.00001

Number of particles 9575

β 0.002

Kind of wall boundary condition Monaghan

4. Results and discussion

4.1. Model verification

One of the most important concerns in developing of a numerical

model is its step by step verification. To achieve this, the fluid phase

model is validated against Oner et al. [24] experimental study, which

measured the current velocity around a pipe located near a rigid bed.

The horizontal velocity profiles were registered for different gap to

diameter ratios (e/D) including 0.0, 0.2, 0.3 and 1. The model result

was evaluated for the test case with a gap ratio of e/D = 0.0. In the

experimental setup, a transparent Plexiglas-walled flume was used

with 1 m width, 0.75 m depth and 14 m length and the pipe was

located on a rigid bed. In the chosen case, the pipe diameter and aver-

aged current velocity were respectively 5 cm and 0.197 m/s with the

corresponding Reynolds number of ReD = 9500. The computational

domain was set to 10D long and 6D depth as shown in Fig. 8. Particle

spacing is 0.004 m and the other parameters related to the numerical

setup are reported inTable 1.

Following the numerical model development, the Lagrangian SPH

model was exploited to simulate the flow pattern around a pipe. Fig.

9 presents the time-averaged horizontal velocity distribution after 3

s of time marching. As seen, the flow model describes the horizontal

velocity profile at the upstream and downstream of the pipe very

well; however, it slightly under-predicts the time-averaged velocity

around the pipe. A great deal in modeling of scour beneath pipelines

is the analysis of flow pattern around a pipe laid on the bed (e/D =
0.0). It is concluded that the numerical model results share very good

agreement with the Oner et al. [24] experiment and the numerical

model is able to estimate the time-averaged velocity with acceptable

accuracy.

4.2. Scour simulation

To verify the ability of the Lagrangian two-phase model to simulate

current-induced scour, the experiments of Mao [1] were simulated.

In Mao’s experimental setup, a flume was used with 2 m width, 0.5

m depth and 23 m length; the water depth and the pipe diameter

Fig. 9. Time-averaged horizontal velocity for e/D = 0, ReD = 9500. Compared with

Oner et al. [24] observed streamlines.

Table 2

Flow characteristics in two Mao’s selected cases.

Pipe diameter

(cm) Shields variable

Sediment

average size

(mm) Velocity (m/s)

10 0.065 0.36 0.4

10 0.098 0.36 0.5

Table 3

Constants for the developed two-phase flow model.

β c0m CD µ
kn (N/

m)

ks (N/

m)

ηn (N

s/m) ηs (N/m)

0.0015

18 0.4 0.57 1 ×
106

1 ×
105

20 40

were 0.35 m and a pipe with 0.1 m, respectively, and the pipe was

placed above a sand layer with average diameter of 0.036 cm. The

mean flow velocities were 0.4 m/s for the θ = 0.065 case and 0.5 m/s

for the θ = 0.098 case. The selected scour cases were representative

of the live-bed scour in the Mao’s experiment. Table 2 reports the

hydrodynamics conditions of experiments.

The time increment of the calculation for both fluid and sediment

phases is adopted as ∆t = 0.00001 s. Table 3 presents the constants

used in the Lagrangian two-phase flow model. The spring and dashpot

coefficients for estimation of interparticle forces between contacting

sediments were estimated from the critical damping conditions (see

[17] for more details).

Fig. 10 shows snapshots of the scour profile evolution for the θ
= 0.065 case. The only registered profile for this interval in Mao’s

experiments is shown in Fig. 10(e) corresponding to t = 6.5 min. Fig.

10(e) shows a good agreement between the simulated scour profile

and the measured scour profile of Mao [1] at t = 6.5 min. It can

be seen that Fig. 10(b) and (c) represents the typical tunnel erosion

situations, where the scour rate is very high and from the beginning

of the scour process to 2.5 min a substantial amount of bed particles is

pushed away from beneath the pipe. According to Sumer and Fredsøe

[4], large velocities in the gap between the pipe and bed induce a huge

bottom shear stress beneath the pipe that itself results in an intensive

sediment transport in the gap, and consequently, a sediment dune

forms at the rear side of pipe. Fig. 10(d) and (e) showed that the shape

of the scour hole slightly changes from t = 4.5 min to t = 6.5 min,

while the sediment dune starts to move downstream and the early

stage of lee-wake erosion may be achieved. After the scour gap was

adequately developed, the bottom shear stress is reduced significantly

and results in a minor transport of bed sediments in the gap; hence,

the tunnel erosion stage is then followed by the lee-wake erosion.

The lee-wake scour is mainly governed by the vortex shedding and

the generated dune at the tunnel erosion stage migrates downstream

and ultimately may disappear to form a gentler downstream slope.

The efficiency of a numerical model may depend on its capability

to estimate the parameters usually are not possible to be extracted
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Fig. 10. Snapshots of scour profiles evolution around the pipeline during considered

time (θ = 0.065).

from the experimental study. Fig. 11 shows the snapshots of the pres-

sure distribution around the pipe during the early stages of the scour

process. The flow pressure is positive and a stagnation point in which

maximum pressure is located at the front side of pipe can be detected.

But, at the rear side of the pipe due to flow separation, the flow pres-

sure is a great deal less compared to the front side. The figure reveals

the effects of a gap flow on the pressure distribution in the scour hole.

On the other hand, there is a rapid fall in pressure under the pipe

during the scouring process and evolution of scour hole. As expected

the pressure in the sediment field is higher because the fluid flow

pressure is combined with the sediment particles weight. It may be

concluded that the given state equation in the Lagrangian model is

capable enough to represent the pressure distribution in both phases.

Therefore, this two-phase flow form of the state equation can be used

to capture the pressure fields, while the fluid–sediment interaction

terms may also play a constructive role in the numerical stability of

model.

For the second case, the Lagrangian coupling two-phase model

was compared with the Shields parameter of θ = 0.098 case. After

execution for about 5 min, the scour profile’s evolution is reported in

Fig. 12. To have a better comparison, the result of Liang et al. [10] as a

single phase model is also presented in the figure with a dashed line.

As can be readily seen from the figure, the obtained profiles from the

two-phase flow model are identical to the registered profiles of Mao’s

experiment. The scour profiles in Fig. 12(d) and (e) (at t = 2.5 min and

t = 5.0 min) indicated the superior capability of the Lagrangian two-

phase model to handle the accretion of sediment behind the pipe

compare to the initial stage of scour development for the live-bed

scour cases. Furthermore, the momentum transformation between

fluid and sediment phases can be taken into account by the consid-

ered interaction terms in Eq. (18). Based on the authors’ experience,

the considered drag force shows that the closer fluid particles trans-

fer more momentum to the sediment particles by using the kernel

function characteristic.

One of the important parameter in investigating the scour at the

Fig. 11. Pressure distribution around the pipeline in t = 6.5 min.

Fig. 12. Snapshots of scour profiles evolution around the pipeline during considered

time (θ = 0.098).

early stages, which is very difficult to measure, is the sediment trans-

port rate in the scour gap beneath a pipe. The non-dimensional sedi-

ment transport rate ϕt in the scour gap was estimated as follows:

φt = qs√
(S − 1) gd3

(42)

where qs is the non-dimensional sediment rate in the gap and S

is the relative specific gravity of the sediment particles (=ρs/ρ f). The

time variation of the non-dimensional transport rate is presented in

Fig. 13. Some fluctuations can be observed in the transport rate, which

is attributed to the SPH model characteristics; the trend of transport
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Fig. 13. Time-averaged non-dimensional sediment transport rate under the pipeline.

Fig. 14. Time-averaged shear stress near the movable bed from t = 0 min till t = 5

min.

rate, however, can be clearly traced. As seen from the figure, a violent

transport rate is observed with the maximum value of transport flux

increases as the scour hole is expanding at the initial stages of the

tunnel erosion. The non-dimensional transport rate then gradually

decreased with time. It may be concluded that the upstream part of

the scour hole was generated quickly during the tunnel erosion stage

[12]. After the scour gap develops enough, a minor transport rate

can be observed in the gap; hence, the tunnel erosion stage is then

followed by early stage of the lee-wake erosion.

On the other hand, reduction in the transport rate may be at-

tributed to the decreases in bottom shear stress in the gap. Fig. 14

shows the estimated bottom shear stress in the scour gap beneath

the pipe at t = 0.0, 1.0, 1.5, 2.5 and 5 min. As expected, at the begin-

ning of tunnel erosion the bottom shear stress increases significantly

due to large velocity in the gap beneath the pipe, while, the bottom

shear stress is almost constant at the far upstream and downstream

sides of the pipe. This huge shear stress results in intensive sediment

transport in the gap, as a result the sediment dune forms at the rear

side of pipe. After the scour gap develops enough, the fluid shear

stress is decreased drastically and a minor sediment transport rate is

induced in the gap beneath the pipe; hence, it is apparent the tunnel

erosion stage is almost completed and the early stage of the lee-wake

erosion is started. This finding is in agreement with the experimental

results of Mao [1] and also shows the model capability to simulate

current-induced scour for both the tunnel erosion and starting stage

of lee-wake erosion.

5. Conclusive remarks

In this paper, the scour beneath a pipeline as a significant factor

in design of pipelines was investigated by a new Lagrangian cou-

pling two-phase flow model. In the Lagrangian model the Smoothed

Particle Hydrodynamics (SPH) capability was employed to simulate

sediment and fluid particles movement, respectively as the Newto-

nian and non-Newtonian fluids. The SPS turbulence model is closured

to the fluid phase to simulate the fluid turbulence; while, a soft con-

tact approach is employed in the sediment phase to estimate the

interparticle collision forces. Furthermore, the fluid–sediment inter-

actions were imposed by drag force, pressure gradient and viscosity

terms based upon the Newtonian third law. Sediment viscosity also

in terms of its non-Newtonian fluid behavior was taken into account

by Cross rheology. The model capability was implemented to simu-

late the current-induced live bed scour beneath a pipe at the tunnel

erosion and the early stage of lee-weak erosion. The model efficiency

was compared versus the Mao [1] and Oner et al.’s [24] experiments.

This led to the complete simulation of tunnel erosion along with the

initial stages of lee-weak scouring. The following conclusions can be

drawn from the present study:

• The Lagrangian coupling two-phase flow model is a capable ap-

proach for predicting the current-induced live bed scour profile at

the tunnel erosion and early stage of lee-weak erosion.

• The bottom shear stress increases significantly at the start of the

tunnel erosion that results in a violent transport flux in the scour

hole at the tunnel erosion. It then gradually decreased with time

due to large velocity in the gap beneath the pipe. Therefore the

upstream part of the scour hole is generated quickly during the

tunnel erosion stage.

• After the scour gap develops enough, a minor transport rate can

be observed in the gap; hence, the tunnel erosion stage is then

followed by early stage of the lee-wake erosion. This finding is in

agreement with the experimental results.

• Finally, it should be pointed out that the study presented in this

paper is limited in the following aspects: (i) the viscous and drag

force term introduced in Eqs. (11) and (16) were not radial and

hence might not conserve the linear and angular momentum. Con-

servation of linear and annular momentum may play an impor-

tant role in the particle-based methods such as the SPH method

[40,41,42,43]. (ii) The model execution is rather time-consuming;

to overcome this drawback a parallel computing code is essential.

These improvements would be the goal of future studies.
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